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Some Perspectives on Distribution of strongly
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ABSTRACT

This survey aims to present and promote the study of the strong persistence property in clutters from a
quantitative and structural perspective. We denote by €, the set of all clutters on [n], by &, the subset of
clutters satisfying the SPP, and by 9,, = €, \ &, those that fail it. Our analysis focuses on understanding
how these families behave and interact across consecutive levels.

Beyond results, this paper seeks to draw attention to open problems and conjectures related to the structure
and distribution of persistent clutters, proposing a new research direction based on the study of families
&, and N, across levels of n.
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1 Introduction

Let R = K[x1,...,zy,] be a polynomial ring. A monomial ideal I is squarefree if G(I)
consists of squarefree monomials. A clutter is a pair C = (V, E') where V is a finite set and
E is a set of subsets of V' such that if a C b with a,b € E, then a = b. The sets V = V(C)
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and F = E(C) are called vertex set and edge set, respectively. If f = {z;,,...,z;, } € E(C),
then denote by f the squarefree monomial Ziy - x;,.. The edge ideal of the clutter C,
denoted by I(C), is the ideal generated by {f | f € E(C)}. This assignment defines a
natural bijection between squarefree monomial ideals of K[z1,...,x,] and clutters whose
vertex set is X.

We say that an ideal I of a commutative ring R has the strong persistence property if
It 1 =1% for every k > 1.

In the case of monomial ideals, this property can be studied directly through the behav-
ior of their monomial generators. Indeed, if G(I) = {my,...,m,} denotes the minimal
monomial generating set of I, it is enough to verify the condition for the monomials in
R := k[z1,- -+ ,xy] the polynomial ring. More precisely, I satisfies the strong persistence
property provided that for any monomial m € Mon(R) (set of all monomials of R) satis-

fying

,
mm; = ; m$ .- %, with Zaij:k+1v i €r],
j=1

there exists a monomial ¢ such that

s
m = Lmb ... mbir, where g bij = k.
=1

Hence, strong persistence property can be verified through these multiplicative relations
among the minimal monomial generators of I.

This formulation is particularly useful when studying edge ideals of clutters. Since every
generator of I(C) corresponds to an edge of the clutter C, the above multiplicative relations
among monomials translate directly into combinatorial conditions on the intersections of
edges. Consequently, the strong persistence property for I(C) can be understood in purely
combinatorial terms, allowing us to analyze it through the structure of C itself rather
than through the algebraic behavior of its associated primes. This viewpoint establishes
a bridge between the algebraic properties of monomial ideals and combinatorial configu-
rations within the clutter, which is one of the main motivations of this study.

If C is a clutter over X = {z1,...,z,}, we say that C is strongly persistent when its
edge ideal I(C) satisfies the strong persistence property. Empirical evidence suggests that
only a very small proportion of clutter fails to satisfy SPP (Strong persistence Property).
Although the absolute number of non-persistent clutters increases with n, their proportion
relative to the total number of clutters remains extremely low.

We denote by €, the set of all clutters on [n], &, the set of clutters on [n] satisfying SPP
and M, = €, \ 6,,. The comparative study of these quantities across consecutive levels
provides valuable insight into the distribution of persistent clutters and their asymptotic
behavior. In particular, it is natural to ask whether the limits
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14 Antichain families in monolmial algebras

exist, moreover, if these limits take the value 0. A vanishing limit would suggest that
non-persistence becomes increasingly rare as the number of vertices grows, indicating that
persistence might be an asymptotically dominant or stable property among large clutters.

The main goal of this work is to develop a combinatorial and algebraic framework to
estimate, compare, and bound the values of |&,|, |M,|, and |€,|, while understanding
how the strong persistence property behaves under structural operations on clutters. By
analyzing both ascending operations (such as cones, edge cones, and corona products) and
descending ones (such as deletions and contractions), we aim to obtain recursive relations
or inequalities connecting these quantities across levels n — 1, n, and n + 1.

This approach not only clarifies the mechanisms that preserve persistence but also provides
a systematic way to approximate the relative density of strongly persistent clutters. Ulti-
mately, our objective is to describe the asymptotic distribution of clutters with SPP and
to establish quantitative bounds that may lead to a deeper understanding of persistence
as a structural invariant in combinatorial commutative algebra.

Through a combination of constructive lemmas and propositions involving cones, suspen-
sions, and contractions, it is shown that all clutters on five vertices are strongly persis-
tent. This conclusion supports the conjecture that strong persistence is an asymptotically
dominant and structurally stable phenomenon in the universe of clutters, revealing deep
connections between combinatorial configurations and algebraic invariants in monomial
ideal theory.

In [21] and [2], we developed algebraic and combinatorial techniques to analyze how |91,
changes under vertex addition and deletion. More precisely, we would like to find adequate
functions k(n), K(n) > 0 such that

E(n)|€h—1| < M| < K(n)|€,41| for every n.

And
E(n)|6n—1| <|M,| < K(n) [Spy1] for every n.

These inequalities allow us to control the growth of 91, between consecutive levels and to
relate the behavior of non-persistent clutters at different scales.

2 Set of monomials and monomial Ideals

Definition 2.1. Let M be a set of monomials. A monomial m € M is said to be minimal
if for every m' € M such that m’ | m, it follows that m' = m. Similarly, a monomial
m € M is maximal if for every m’ € M such that m | m’, we have m’ =m. We denote by
Mumin and Muax the sets of minimal and maximal elements of M, respectively.

Given A C [n] and a € Z%, we define the restriction

aja = (ai)iea-



E. Reyes and J. Toledo T. 15

For a = (a1,...,an) € Z%,, we write
=2t xlh € Kz, ..., 2y
Given a = (a1,...,an), b = (b1,...,b,) € Z%,, we note that z* | zb if and only if a < b,

that is, a; < b; for all i € [n]. Additionally, we denote a < b if and only if @ < b and a # b

lemma 2.2. Let M be an infinite set of monomials in R = Klx1,...,zy,]. Then there
exists a sequence {m;}ien C M such that m; | mi11 and a; # a;41 for all i.

Proof. We consider
M ={ae€Z | " € M}.
Its sufficient to show that there exists a sequence a; € M, i € N such that a; < a;11

Given ) C AC [n] and b € Z‘go, we define
MY :={ae M| a4 =0b} and NY = {ajae la € M5}

Where A¢ = [n]\A. Clearly, [N%| = |M}Y| since a — aj4e define a bijection.

If NY is infinite for some A C [n] with 1 < |A| < n —1 and b € Z4,. By the induction

hypothesis, there exists a sequence a; € M, i € N such that a} := (a,;)| 4c holds
a; < aj,q,i€N
Since (a;)|4 = b for each i € N, we obtain a; < a;11.

Now, suppose N} is finite for every A C [n] with 1 < [A] < n — 1 and every b € Z4,.
Choose
ar = (ai1,. .., an)

b) -

to be a minimal element of 9. For each j € [n] and 0 < b < a;; we have that N E] is

Z (alj + 1),

finite and there are

J€E[n]
sets of kind Ng,j € [n],0 < b < ay;. Hence both
(b) (b)
U g and U
je[n],OSbSaU jE[n},OSbgauj
are finite.
Define
b
My =M\ U M

jE[n], OSbSalj

We obtain a; ¢ M; and M; is infinite. More over, if a € M;. Thus a; < a. Hence we
choose ay € M;. By continuing this process recursively, we obtain a strictly increasing
sequence

ap <ag<agz <---.
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Finally,

e A e

is a sequence in m with x% # x%+! for every i. O

This proposition immediately yields a generalization of Dickson’s Lemma. Indeed, by
applying the construction above to any infinite set of monomials in R = K[x1,...,x,], we
can extract an infinite chain under divisibility, showing that every set of monomials admits
only finitely many minimal elements. Hence, the classical Dickson’s Lemma follows as a
direct consequence of the finiteness of M, established above.

Corollary 2.3 (Dickson’s Lemma). Let 9 be a set of monomials. Then the set Myin of
minimal elements is finite.

Recall that a monomial ideal I C R = K|zy,...,x,| has dimension 0 if and only if
it is primary to the irrelevant maximal ideal m = (z1,...,2,). Indeed, dim(R/I) = 0
means that every variable x; is nilpotent modulo I, hence some power z;” € I for each
i, implying that v/T = m. Conversely, if v/I = m, then all variables become nilpotent in
R/I, so dim(R/I) = 0. Thus, zero-dimensional monomial ideals and ideals primary to the
irrelevant maximal ideal are equivalent notions.

The following results extend the classical statement of Dickson’s Lemma from the set-
ting of monomials to that of monomial ideals. In the monomial case, Dickson’s Lemma
asserts that every set of monomials in a polynomial ring contains only finitely many min-
imal elements under divisibility. Theorems 2.4 and Corollary 2.6 generalize this finiteness
property to collections of monomial ideals, showing that any infinite family of such ideals
must contain two members comparable under inclusion. In this sense, the lattice of mono-
mial ideals inherits the same well-quasi-order structure that the monomials themselves
possess under divisibility.

lemma 2.4. [14, Lemma 5.1] Let T be an infinite collection of zero-dimensional monomial
ideals in a polynomial ring R = K|x1,...,x,]. Then there exist two ideals I,J € T such
that I C J.

Proof. Assume by contradiction, that Z consist of infinitely many zero-dimensional mono-
mial ideals which are pairwise incomparable under inclusion.

Select an ideal I; € Z. Since for each I € Z\ {I;} it holds that I ¢ I, every such I
must include at least one of the finitely many standard monomials of I;. Consequently,
there exists an infinite subcollection of ideals in Z that share the same subset of standard
monomials of I;. Denote this subcollection by Z; and let J; be the intersection of all ideals
in Il.

We proceed inductively. Suppose that Z, and J; have already been defined. Choose an
ideal Ixy1 € Zx. As in the previous step, one can find an infinite subcollection Zj,1 C
Ty consisting of ideals having the same nontrivial intersection with the set of standard
monomials of I;;1. Define Jiy1 as the intersection of all ideals in Ty 1.
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By construction, we have Ji41 O Ji, since Ji41 contains all standard monomials that are
common to the ideals in Z;,1. Repeating this procedure, we obtain an infinite strictly
increasing chain

NGS5

of monomial ideals in .S, contradicting the Noetherian property of S. Hence the elements
of Z are comparable. That is, there exist I, J € Z with I # J such that I C J.

O

Theorem 2.5. [1/, Theorem 1.1] Let T be an infinite collection of monomial ideals in
a polynomial ring over an arbitrary field. Then there exist two ideals I,J € I such that
1CJ.

Proof. Every monomial ideal of R has only finitely many associated primes, all of which
are monomial primes of the form

P.=(z|i¢r), 7 C [n].

Hence, among the ideals in Z we may restrict to an infinite subfamily sharing the same
set of associated primes; denote this subfamily again by Z.

For each I € 7, fix an irredundant primary decomposition
=L,
T

where each I is a monomial ideal primary to P.. If for a given 7 the set {I, : [ € 7}
is finite, then infinitely many ideals in Z have the same T—component I;. Otherwise, by
applying Lemma 2.2 to the ring K|x; : i ¢ 7], we obtain an infinite descending chain

Mo or® ...
Since there are only finitely many possible associated primes, we can select an infinite

sequence of ideals
I,Ib,15,... €T

such that for each fixed 7, the corresponding primary components satisfy

Il,‘r 2 IZ,T 2 13,7' D

I = ﬂfk,r
T

Consequently, the intersections

form an infinite descending chain
L2D2LD2I3D---.

In particular, we have I, 1 C I} for some k, showing that two ideals in Z are comparable
under inclusion.

This contradicts the assumption that Z is an infinite antichain. Hence, any infinite collec-
tion of monomial ideals in R contain ideals I # J such that I C J. O
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Corollary 2.6. [14, Corollary 5.2] Let T be an infinite collection of zero-dimensional
monomial ideals. Then there exists an infinite strictly descending chain

22132

of ideals in T.

Proof. Because the ring R is Noetherian, the collection Z contains ideals that are maximal
with respect to inclusion. By Lemma 2.4, there are only finitely many such maximal
elements. Select one of them, say I7 € Z, which contains infinitely many other ideals from
7.

Set
Ilz{I€I|Ig_Il}
Applying the same argument recursively to Z;, we obtain an infinite strictly descending

sequence of ideals
L2oL 2132,

where each Iy, is properly contained in Ij. This establishes the desired chain and com-
pletes the proof. O

As a consequence of the previous results, we can recover a well-known corollary concerning
initial ideals. Indeed, since any infinite collection of monomial ideals must contain two
ideals that are comparable under inclusion, it follows that only finitely many distinct
initial ideals can arise when all monomial orders are considered. This classical finiteness
statement—often attributed to Galligo and Bayer—Stillman—emerges naturally from the
general framework developed above, showing that the space of initial ideals is itself finite.

Corollary 2.7. Let I be an ideal of the polynomial ring R = K|x1,...,xy,]. Then the set
{in<() : <€ Q)

of initial ideals (as < ranges over all monomial orders Q@ on R) is finite.

Proof. Fix a monomial order < on R. By [7, Proposition. 2.2.5], the residue classes of

the monomials not contained in in<(I) form a k-basis of R/I; denote this set of standard
monomials by

B<(I):={[m] € R/I|m ¢ inc(I) }.

If < and <’ are monomial orders with in<(I) C in</(I), then every monomial that is
standard for <’ is also standard for <, hence

Bo(I) € B<(I).
But both B</(I) and B<(I) are k-bases of R/I, so the inclusion forces equality:
B</(I) = B<(I) and hence in</(I)=in<(I).

Therefore distinct initial ideals are pairwise incomparable under inclusion; that is, the
family {in<(I)}<cq is an antichain in the poset of monomial ideals. By Theorem 2.4,
every such antichain is finite, and the claim follows. O
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Having established that such families are necessarily finite, the next natural step is to
determine explicit bounds for their cardinalities. We are particularly interested in finding
estimates that depend only on the number of variables (or equivalently, on the number of
vertices n in the combinatorial interpretation). In other words, once finiteness is guaran-
teed by the previous results, our goal is to quantify this finiteness by providing asymptotic
or exact bounds that reflect the combinatorial complexity of the ambient space.

Given a finite set X and E consisting of subsets of X whose elements do not have contention
relations, F is called a clutter, nonetheless originally a family that was called a Sperner
family. The Lubell-Yamamoto—Meshalkin (LYM) inequality is a cornerstone of extremal
set theory, providing a probabilistic bound on the structure of families of subsets within
the Boolean lattice. Formally, it asserts that for any family F C 2" the inequality

1
2 (=

AeF

holds whenever F contains no full chain. This result generalizes Sperner’s theorem and
has become a unifying tool in the study of antichains, posets, and related combinatorial
structures. Beyond its original formulation, the LYM inequality has inspired numerous ex-
tensions to distributive lattices, weighted versions, and applications in information theory
and extremal combinatorics, making it a fundamental reference point in survey expositions

of the field.

lemma 2.8. [13, Theorem 1] Let C be a clutter. We consider sj the number of edges of
E(C) of cardinality k, for k=1,...,n. Then

Proof. Given e € E with |e| = k, we consider
B, :={f:[k] — e f is a bijection}.

And
Bl :={g:[n]\[k] — V\e | g is a bijection}.

If A, C S, denotes the set of all permutations o € S, such that o([k]) = e, then
|Ac| = |Be| |Bé’ = kl(n — k).
Since B, N B, = () for distinct e, e’ € E, we have that

A= ] A cs,

ecE

is a pairwise disjoint union of subsets of S,,. Hence,

D sekln =)= lell(n - le])! = |A] < |S,| = nl.
k=1

eeE
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Therefore,

Dividing by n! and using the identity () we obtain

_ n!
T kl(n—k)D»

Z STk — Skw <1.
k=1 (k) k=1 e

O

Theorem 2.9. [22, Theorem 1] Let C = (V, E) be a clutter on a finite set V' of cardinality

n. Then
1B < (ﬁ)

Proof. Since (Z) < (LgJ) forall k =1,...,n, it follows from Proposition 2.8 that

L cmet

k

Hence,

21 :é%ﬁ (LnJ>

3 Squarefree monomial ideals and clutters

The following lemma provides a useful combinatorial tool for studying the strong persis-
tence property in clutters, particularly for low powers of their edge ideals. It allows one to
control divisibility relations among squarefree monomials appearing in consecutive powers,
ensuring that certain containment relations between colon ideals hold. In practice, this
technical observation simplifies the verification of strong persistence for the first symbolic
or ordinary powers of a clutter ideal and serves as a key step in proving the next two
results.

lemma 3.1. /21, Lemma 1] Let f,g be squarefree monomials in R = Klxy,...,z,]. If
there exists an integer k > 2 and a monomial m such that f* | mg, then f*=1 | m.

Corollary 3.2. [21, Corollary 4] Let I be a squarefree monomial ideal. If the minimal
generating set G(I) has at most two elements, then I satisfies the strong persistence
property.

Theorem 3.3. [21, Theorem 6] Let I be a squarefree monomial ideal in R = K[z, ..., zy].
Then
(I’:1)=1.
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These results play a fundamental role in understanding the behavior of the strong per-
sistence property. In particular, Corollary 3.2 and Theorem 3.3 provide the base cases
for analyzing the equality (I¥ : I) = I*~! when k > 3. Once this equality is verified for
k = 2 and for ideals with a small number of generators, the next challenge is to study
how the property extends to higher powers and to ideals generated by more than two
squarefree monomials. This transition marks the point where the combinatorial structure
of the clutter associated to I becomes essential.

Theorem 3.4. [21, Theorem 7] Let C = C1U- - -UC, be a clutter with connected components
C1,...,C.. Then C has the strong persistence property if and only if some of its components
C; has the strong persistence property.

Theorem 3.4 provides a structural simplification in the study of the strong persistence
property. It shows that it is enough for a single connected component of a clutter to
satisfy the property in order for the entire clutter to have it. Consequently, one may
restrict the analysis to connected clutters, since any failure or validity of the property is
determined locally by the connected components. Moreover, the theorem also implies that
the property fails if and only if each connected component fails, which is a conceptually
natural behavior in mathematics. Considering the low probability that a clutter fails to
satisfy strong persistence (as will be discussed later), the existence of such exceptional
case is particularly interesting. Identifying and classifying the minimal clutters that fail
the property, and understanding how they embed within larger nonpersistent clutters,
becomes an essential direction for further investigation.

Example 3.5. [21, Example 2] Let C be a clutter. If ej,ea € {A CV(C) | ANf =
& for every f € E(C)}, then by Theorem 3.4 and Corollary 3.2, the clutter E(C)U{e1,ea}
satisfies the strong persistence property.

This example plays a fundamental illustrative role in our framework since it provides a
constructive way to move upward in the hierarchy of clutters, that is, from the family &,
of all clutters on n vertices to the family &,, of strongly persistent clutters with m > n.
Indeed, by adding suitable disjoint edges to a given clutter, we can ensure the strong
persistence property holds in the resulting structure. Moreover, as will be shown later
in Proposition 4.10, every clutter with exactly three edges satisfies the strong persistence
property. Hence, this idea naturally extends the previous example: if C is a clutter and
e1,ez,e3 C V(C) such that elements of {e1, ez, e3} are incomparable and e¢; N e = @ for
every e € E(C)} and i € [3]. Then the clutter whose edge set is E(C)U{e1, e2, e3} satisfies
the strong persistence property.

lemma 3.6. [21, Lemma 2] Let C be a clutter. If there exists an edge eg € E(C) such that
A={eney|ec EC)}

forms a chain under inclusion, then the edge ideal I(C) satisfies the strong persistence
property.

While Lemma 3.6 may appear to be a rather simple and highly particular case. However,
when one considers its contrapositive form, the statement reveals a deeper connection
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with several well-studied algebraic properties, such as the Koénig property and the Cohen—
Macaulay condition. This perspective highlights an underlying structural link between
the strong persistence property and broader concepts in the theory of Gorenstein rings,
thereby opening a pathway between persistence phenomena in clutters and classical results
in combinatorial commutative algebra.

Corollary 3.7. [21, Corollary 6] If C is a clutter that does not satisfy the strong persistence
property, then for every e € E(C) there exist edges e1,es € E(C) such that

eNey geﬂeg and eﬁeggeﬂel.

Corollary 3.7 can be viewed as the negative counterpart of Lemma 3.6. While Lemma
3.6 identifies a structural condition that guarantees the strong persistence property, this
corollary characterizes, in combinatorial terms, the configurations that force its failure.
The result provides a natural bridge toward the study of algebraic properties such as the
Cohen—Macaulay and Konig conditions. Before establishing this connection, we briefly
recall several key concepts that will allow us to interpret the strong persistence property
in a more algebraic and homological framework.

Definition 3.8. Let C be a clutter. A subset A C V(C) is called a vertex cover if ANe # @
for every e € E(C). The cover number of a clutter C is defined as

ap(C) = min{ |A| | A is a vertex cover of C }.

Definition 3.9. A clutter C is said to be unmixed if every minimal vertex cover B satisfies
B = ao(C).

Definition 3.10. A matching of a clutter C is a set of pairwise disjoint edges {e1, ..., es}.
A matching {e1, ..., es} of C is called perfect if |J;_, e; = V(C).

Definition 3.11. A clutter C is called a Konig clutter if there exists a matching with
exactly ap(C) edges.

Proposition 3.12 ([16], Theorem 4.9). Let C be a Konig clutter. Then C is unmized if
and only if there exists a perfect matching e, . .., eq with g = ao(C) such that the following
condition holds: for any two distinct edges e, e’ € E(C) and any two distinct vertices x € e
and y € €' contained in some e;, one has that

(e\{z}) U (' \ {y})

contains an edge of C.

This result plays a central role in connecting the combinatorial structure of Kénig clutters
with algebraic properties such as unmixedness and the Cohen—Macaulay condition. In
particular, it can be interpreted as the structural counterpart of the negative form of
Lemma 3.6 while that lemma identifies situations guaranteeing the strong persistence
property, this characterization describes the combinatorial obstructions that prevent it.
The interplay between these two viewpoints reveals that the failure of strong persistence
is intimately related to the failure of the unmixedness condition, thereby highlighting a
deep link between persistence phenomena and the classical theory of Kénig and Cohen—
Macaulay clutters.
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Definition 3.13. The incidence matrix of a clutter C, denoted by Ac, is the matrix whose
columns are the characteristic vectors of the edges of C. An r-cycle of C is an alternant
sequence T;,,ej, ... T; €5 of vertices and edges such that its correspond square submatriz
r X r submatriz of Ac having exactly two entries equal to 1 in each row and in each column.

The following theorem provides the anticipated bridge connecting the strong persistence
property with other fundamental algebraic conditions, such as the Cohen-Macaulay and
Konig properties. It shows that under suitable combinatorial restrictions specifically, the
absence of 4-cycles in a Konig unmixed clutter automatically satisfies strong persistence.
This result establishes a direct link between persistence phenomena and the homological
behavior of the associated monomial ring, highlighting that strong persistence can be
interpreted as a combinatorial manifestation of Cohen—Macaulayness in this setting.

Theorem 3.14. [21, Theorem 8] Let C be a Konig unmized clutter. If C does not contain
any 4-cycle, then C satisfies the strong persistence property.

Example 3.15. [15, Example 2.18] Let Cy be the clutter with vertex set {x1,...,x¢} and
edge set
E(Co) = { 17223, 17224, T173T5, T124T6, T1T5T6,

$2$3$6,$2$4$5,$2$5$6,$3$4$5,$3$4$6}-

Since
(I(Co)’ : I(Co)) # 1(Co)?,

the clutter Cy does not satisfy the strong persistence property.

The clutter Cy, originally mentioned in this context by Villarreal, has become a classical
and somewhat puzzling example in the study of the persistence properties of monomial
ideals. It fails to satisfy the strong persistence property (SPP), nevertheless have the
persistence property (PP). This makes Cy a striking counterexample in the ongoing effort
to characterize persistence in terms of purely combinatorial invariants.

4 Cones and contractions

Since one of our main goals is to compare the number of clutters on [n] that satisfy the
strong persistence property with those defined on [n — 1] and [n + 1], we introduce a
sequence of propositions that allow us to locate, bound, and relate these quantities across
different levels. These results provide a combinatorial framework for understanding how
the persistence behavior evolves when expanding or contracting the ground set, that is,
when moving upward or downward between consecutive levels in the hierarchy of clutters.

Definition 4.1. Let X = {x1,...,2z,} be a finite set, A C X and let y ¢ X. We define
the simple cone as the clutter

AV = (X U{y}, B),
where E = {X}U{{y,z;} | x; € A}.
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Example 4.2. Consider AY where X = {x1,x9, 3,24, x5, v, 27}, A = {x1, 22,23, 24,25}
E(Ay) = {X7 {y7 .Tl}, {y7 1'2}, {y; x3}7 {3/7 1'4}7 {y7 .’E5}}

Y

Z5 To

Te T3

X7 Xy

Proposition 4.3. [21, Proposition 9] Let X be a set, A C X and x ¢ X. Then A* has
the strong persistence property.

Definition 4.4. Let C = (X, E) be a clutter with X = {x1,...,2z,} a finite set andy ¢ X.
We define the cone of C as the clutter

Cy = (X U{y}, By),
where B, ={eU{y} |e€ E}.

Theorem 4.5. ([21, Proposition 6]) Let C be a clutter. Then C satisfies the persistence
property if and only if its cone Cy also satisfies the persistence property.

Theorem 4.6. ([21, Proposition 5]) Let C be a clutter. Then C satisfies the strong
persistence property if and only if its cone Cy also satisfies the strong persistence property.

This theorem shows that the persistence and strong persistence properties are stable under
the cone operation, a fundamental type of expansion that preserves the combinatorial
structure while increasing the dimension. Conceptually, it means that the persistence
behavior of a clutter depends on intrinsic relations among its edges rather than on the
specific number of vertices. Consequently, the cone construction provides a convenient tool
for inductive arguments on the size of the vertex set and for building higher-dimensional
examples from known persistent clutters.

Definition 4.7. Let C = (X, E) be a clutter with X = {x1,...,2z,} a finite set andy ¢ X.
We define the edge cone of C as the clutter

Cy = (X U {y}aEy)v
where By = EU{{y,x;} |z, € X }.

Conjecture 4.8. Let C be a clutter. Then C satisfies the (strong) persistence property if
and only if its edge cone Cy satisfies the (strong) persistence property.
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The conjecture extends the previous theorem to the edge cone, a more intricate construc-
tion that combines both the original edges of C and the new edges incident to the added
vertex y. If true, this statement would imply that the persistence behavior of clutters is in-
variant under one of the most natural combinatorial extensions, bridging the gap between
local and global stability. In particular, proving this conjecture would strengthen the con-
nection between persistence properties and structural operations on clutters, providing
a unified framework for understanding how algebraic invariants evolve under controlled
expansions. From a broader perspective, it would suggest that persistence is not only a ho-
mological invariant but also a combinatorially stable feature within the class of monomial
ideals associated to clutters.

Proposition 4.9. [21, Proposition 7] C = (V, E) has the strong persistence property if and
only if C' = (V, E') has the strong persistence property, where E' = {e\ N, cp€ | e € E}.

This result provides an alternative way to interpret the strong persistence property through
the operation of intersecting edges. In particular, if the intersection of all edges in C
is nonempty, we can view the clutter as a sequence of cones obtained by successively
adding each element of this intersection as a new vertex shared by all edges. Hence,
the persistence behavior of C can be studied inductively by analyzing the corresponding
cones. This perspective not only simplifies the combinatorial structure but also clarifies
the geometric intuition behind the preservation of the strong persistence property under
cone-like extensions.

Proposition 4.10. [21, Proposition 8] A clutter C with 3 edges has the strong persistence
property.

Theorem 4.11. [21, Theorem 9] If I is a squarefree monomial ideal in K[x1, 22, x3,24],
then I has the strong persistence property.

Corollary 4.12. /21, Corollary 7] If I C Klz1,...,xy] is a squarefree monomial ideal
without the strong persistence property, then n > 5 and there is k > 3 such that (Ik 1) #
I+t

Corollary 4.13. Let C = (X, E) be a clutter, let x ¢ X, and fix ©; € X. Define
C,, = (XuU{z}, F') with E' =EU {{z,z;}}.

Then I(C,,.) has the strong persistence property.

Proof. Set ey = {z,z;} € E'. Consider
A ={eNey|ecE}.

If e € E, then e N ey is either () or {z;} depending on whether z; € e; for e = ¢y we have
eNeg=eg={x,z;}. Hence

A={0,{z;}, {z,z:}},

which is a chain under inclusion. By Lemma 3.6, this implies that I(C’) has the strong
persistence property. O



26 Antichain families in monolmial algebras

This construction provides a simple lifting device: starting from any clutter on X, by
adjoining a new vertex = and a single edge {z,z1} we obtain a clutter on X U {z} that
satisfies strong persistence. Operationally, it converts arbitrary clutters on a given level
into persistent clutters one level up, and will be useful to build families of examples and to
compare the distribution of clutters with (strong) persistence across adjacent vertex sets.

Definition 4.14. Let C = (V, E) be a clutter with x € V. The contraction of x is the
clutter C/x with vertex set V \ {z} and edge set min{e \ {z} | e € E'}.

Definition 4.15. Let C = (V, E) be a clutter and let x € V' be a vertex. The deletion (or
vertex deletion) of C with respect to x is the clutter

C\z=(V\{z}, E),

where
E'={ecE|x¢el

That is, C \ = is obtained from C by removing the vertex x and all edges that contain x.

Example 4.16. [21, Ezample 4] Let C|, be the clutter with vertex set V(Co) U {x} with
x &V (Cy) and edge set
E(Cp) = E(Co) U {{z,21}},

where Cy is as in Corollary 4.13 above. By that corollary, 1(C()) has the strong persistence
property, while C)\ © = Cy does not.

Moreover, we can remove any vertex from C{) and still obtain a clutter whose edge ideal
satisfies the strong persistence property. Indeed, if we delete any vertex different from
x and 1, the resulting clutter still contains the edge {z,x1}, and therefore, by applying
the same reasoning as in Corollary 4.13, it retains the property. On the other hand, if
we remove x1, the resulting clutter has five vertices, and as we shall see later, all clutters
with five vertices satisfy the strong persistence property. This observation highlights the
robustness of the construction: the addition of the edge {x, 21 } not only induces persistence
in the extended clutter but also stabilizes it under vertex deletions.

Example 4.17. Let Cy be the Villarreal clutter introduced in [15, Example 3.2], which
does not satisfy the strong persistence property. Cy has the strong persistence property.
However (Co)\o, with x ¢ V(Co) does have strong persistence property and the clutter Cp\ x;
does have the strong persistence property for each z; € V(Cp).

This phenomenon is remarkable: while Cy provides a counterexample to the strong per-
sistence property, all of its vertex deletions restore the property. This suggests that per-
sistence can be more stable in lower-dimensional or smaller vertex configurations. From a
combinatorial viewpoint, this behavior is highly informative, as it indicates that studying
the persistence of deletions of a clutter may reveal structural mechanisms responsible for
the failure of persistence at the original level. In particular, this observation may serve as
a useful tool for analyzing persistence in clutters on n — 1 vertices and could provide an
inductive approach to understanding how the property behaves across consecutive levels
in the hierarchy of clutters.
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Proposition 4.18. [21, Proposition 10] Let C be a clutter and x € V(C). If C has the
(strong) persistence property, then C/x has the (strong) persistence property.

Proposition 4.18 is particularly significant because they allow us to study the persistence
and strong persistence properties because it allows us moving downward in the vertex
hierarchy, that is, from a clutter on n vertices to one on n — 1 vertices. Together with
the results that describe how to extend clutters upward (from n to n + 1 vertices) while
preserving persistence, these propositions provide two complementary approaches to com-
pare and estimate the number of clutters with the SPP at consecutive levels. Hence, we
can attempt to bound this quantity both from below and from above, using estimates
depending on the levels n — 1 and n + 1, respectively. This perspective opens the way
to recursive or inductive methods for understanding the distribution of persistent clutters
across the vertex hierarchy.

The converse of Proposition 4.18 does not hold. Indeed, let Cy be the Villarreal clutter
described above. For every vertex z; € V(Cp), the contraction Cy/x; is a simple graph,
and thus its edge ideal satisfies the strong persistence property by [15, Lemma 2.12].

However, the original clutter Cy does not satisfy the SPP. This fact is especially important,
since it shows that a clutter can have all its contractions satisfying the strong persistence
property (and analogously the persistence property) while failing to possess the property
itself. Such examples where C fails SPP but every C/x; satisfies it is crucial for understand-
ing how persistence behaves under vertex contractions and highlights subtle asymmetries
between local and global persistence behavior.

Proposition 4.19. Let C = (X, E) be a clutter, and let ¢ : X — Y be an injective map.
Then the clutter

¢(C) = (Y, ¢(E)), where $(E) ={¢(e) | e € E},

has the (strong) persistence property if and only if C has the (strong) persistence property.

Proof. Tt follows from the fact that ¢ induces a ring isomorphism of K[X] and K[¢(X)]
sending I(C) onto I(¢(C)). The restriction of this automorphism yields an isomorphism
between the two ideals, and hence the (strong) persistence property is preserved.

O]

5 Mengerian property and strong persistence property

To deepen the study of the strong persistence property, it is often useful to consider a
weaker version that still captures its essential behavior. This leads to the concept of the
symbolic strong persistence property, which we introduce next.

Definition 5.1. Let I be an ideal of a commutative ring R. We say that I satisfies the
symbolic strong persistence property if I¢TD . T = 1B for all k > 1.
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In [21, Theorem 11] it is proved that the strong persistence property implies the symbolic
strong persistence property, and in [12] it is also shown that every square-free monomial
ideal satisfies the symbolic strong persistence property. However, the converse statement
is false, even within the class of monomial ideals.

In this section, we focus on the study of the strong persistence property in the case of
square-free monomial ideals. Before proceeding further, we recall some basic notions and
fix notation.

It is well known there is a one-to-one correspondence between the family of square-free
monomial ideals of the polynomial ring K|z1, ..., z,] and the class of clutters on the vertex
set {z1,...,zn}. This correspondence is given by the edge ideal of a clutter, denoted by
I(C). By a slight abuse of notation, we will use the same symbol to denote both an edge
and its corresponding monomial.

Definition 5.2. Let R = K[x1,...,x,] be a polynomial ring over a field K, and let
f= anaca (ce € K)
a€eN?

be a polynomial. The support of f is the finite set
supp(f) :={z" | ca # 0}.

lemma 5.3. Let I be a monomial ideal. The following conditions are equivalent:

(1) I is primary.

(2) If z; | m for some m € G(I), then there exists an integer k > 1 such that z¥ € G(I).

Proof. (1) = (2): Let m = xz” J:O,;” € G(I), and suppose that x;, | m for some j € [t].
Since m € G(I), we have m' = m/xi;j ¢ I. As I is primary, there exists 7 > 1 such that

(xzij)’" € I, hence a:f] € G(I) for some k.
(2) = (1): Let
A={xz; |z} € GI) for some s} and A" ={xy,...,2,}\ A.

Take f,g € Rsuch that fg € I but f ¢ I. Assume without loss of generality supp(f)NI =
(), since otherwise we could write f = f1 + fo with supp(f1) NI = () and supp(f2) C I,
obtaining fig = fg— fog € I and f1 € I.

If g ¢ VI, then there exists u € supp(g) such that z; { u for every 2; € A. Fix a
lexicographic monomial order < such that x; < x; for each z; € A’ and xzj € A. And let

v= mgln{u e supp(g) | u ¢ VI}.

Let m = min< supp(f). Since mu € supp(fg) and fg € I, there exists h € G(I) such that
h | vm. Because ged(h,v) = 1, we have h | m, contradicting f ¢ I. Hence g € VI, so
g* € I for some k, and therefore I is primary. ]
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Corollary 5.4. If Q is a primary monomial ideal, then QF is also a primary ideal for
every integer k > 1.

Proposition 5.5. [18, Lemma 5.1] Let Q1,...,Q, be primary monomial ideals such that
VQi # /Qj for all i # j, and suppose that the set {\/Q1,...,v/Qr} has no containment

relations among its elements. If each Q; satisfies the strong persistence property, then for

every k > 1 one has
T

Ne:Ne=Net

i=1

Proof. Let m € (;_, Qf“ :Ni—; Qi- Fix an index 1 < j < r and choose, for each i # j,
an element z; € Q; \ P;, where P; = /Q);. For any a € Q;, we have

T

k+1 k+1

maxy - Tj—1Tj41° Tr € ﬂQi - Qj .
i=1

Since ); is a monomial primary ideal, Q?H is also primary; hence ma € Q;?H, and

therefore m € Q?H : ;. By the strong persistence property, we conclude m € Qf. Thus,

meﬁ@f.

i=1
The reverse inclusion is immediate, and the proof follows. O

lemma 5.6. [12, Proposition 5] Every prime monomial ideal satisfies the strong persistence
property.

Proof. Let P = (z4,,...,%;, ) be a prime monomial ideal. Consider m € P*1 : P. In
particular, mz;, € P**1, which means that there exists a monomial m’ that is the product
of k4 1 generators of P such that mx;, = ¢m’ for some monomial ¢. Dividing both sides
by x;, yields m € P*. Hence, P satisfies the strong persistence property. ]

Theorem 5.7. [18, Theorem 5.1] Every square-free monomial ideal satisfies the symbolic
strong persistence property.

Proof. Let I be a square-free monomial ideal and let P, ..., P, denote its minimal prime
ideals. By Proposition 5.5 and Lemma 5.6, we obtain

T s T
ﬂ Pf‘*‘l : ﬂ P = ﬂ PF for every k.
i=1 i=1 i=1
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Moreover, by [7, Proposition 1.4.4], we know that

Ik — ﬂ Pk for all k.

)

Hence,
TR 1= 1) for every k,

which proves that I satisfies the symbolic strong persistence property. O

Corollary 5.8. [18, Corollary 5.1] If I is a normally torsion-free square-free monomial
ideal, then I satisfies the strong persistence property.

Proof. By Theorem 5.7, we have
TR () = 7R for every k.
Moreover, by [23, Theorem 14.3.6] (v) and (vi), it follows that
1) =15 for all k.

Hence, I has the strong persistence property. ]

Definition 5.9. Let C = (V,E) be a clutter with V- = {x1,...,2,}. For a vector w =
(wi,...,wy) € N the parallelization of C with respect to w, denoted C*, is the clutter
obtained as follows:

1. Replace each vertex x; by w; copies

2. For each edge e € E, form all edges of the form
(o9 |zice, 1<j<w}.

The resulting clutter C* is called the parallelization of C.

Theorem 5.10. [23, Theorem 14.5.6] Let C = (V,E) be a clutter and let I(C) C
Klxy,...,zy] be its edge ideal. The following statements are equivalent.

1. Ewvery parallelization C¥ of C satisfies the Konig property;

B1(CY) = ap(C?) for all w e NV,
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2. I(C) is normally torsion free; that means,

Ass(I(C)F) C Ass(I(C))  for all k> 1.

3. The symbolic and ordinary powers of I(C) coincide:
1% =11C)F  for all k> 1.

Corollary 5.11. If C is a Mengerian clutter. Then I(C) has the strong persistence
property.

Proof. Its follows form Corollary 5.8 and Theorem 5.10 O

Example 5.12. The edge ideal of Cy has the symbolic strong persistence property but fail
the strong persistence property.

6 Hibi ideals

Definition 6.1. [7, Page 159] Let (P,>) be a finite partially ordered set (a poset, for
short) with P = {p1,...,pn}. A poset ideal of P is a subset I C P such that if p; € I and
pj < pi, then pj € 1. To any poset ideal I of P, we associate the monomial

ur = (HQZZ)(H%) € Klz1,...,Tn, Y1, Yn]

pi€l pigl

The set of all poset ideals of P is denoted by J(P). We consider () € J(P). Then the Hibi
ideal of P is the monomial ideal of S defined as

Hp = (ur : I € J(P)).
Theorem 6.2. [/, Lemma 5.9] Let Hp be a Hibi ideal. Then
Ass(Hp) = {(xi,yi) :pipj € P, pi<pj}, Vk>1
Definition 6.3. Let I = (z°,...,2%) C K|[z1,...,x,] be a square-free monomial ideal

with exponent vectors ej € {0,1}". The Alexander dual of I is the monomial ideal

xz | ( e] =1).

H De

Equivalently, IV is generated by monomials corresponding to minimal vertex covers of the
clutter associated to I.

Corollary 6.4. [7, Lemma 9.1.9] Let Hp be a Hibi ideal. Then

HY = (ziy; : pi,pj € P, pi <pj),
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Example 6.5. [23, Ezercise 7.7.27] Let
R = Q[z1, 2,73, 4, 5, T6, T7, T8, T9, T10, T11, T12]
and consider the monomial ideal
I = (z122, T2x3, 2374, T4T5, T5T6, TeL7, TTL8, TTY, T9T10, T10L11,

L11X12, L5L12, L3L7, T4L6, L4X9, L5L10, L1L9, L2XLg, L7L12, $8x11)~

J =TIV its Alexander dual. Then, as shown using Macaulay2, the inclusion
Ass(R/J?) ¢ Ass(R/J*)

does not hold. Hence, the Alexander dual J of I but fails the persistence property.

This example is of particular importance because it disproves a conjecture that was once
considered plausible: that a clutter has the strong persistence property if and only if its
Alexander dual also satisfies it. If this conjecture were true, then by Corollary 6.4 we
would immediately deduce that every Hibi ideal possesses the strong persistence property.
However, the counterexample above shows that this dual equivalence fails in general,
revealing that the strong persistence property is not preserved under Alexander duality.
Consequently, the relationship between a clutter and its dual must be treated with greater
care while their combinatorial structures are closely intertwined, persistence reflects deeper
algebraic behavior that is not necessarily symmetric.

Theorem 6.6. [/, Lemma 5.9] Every Hibi ideal Hp associated to a finite partially ordered
set P satisfies:

1. Hl(gk) = Hllﬁ,, for all k > 1. Furthermore, Hp is a Mengerian ideal.

2. Ass(R/HE) = Ass(R/Hp), for all k > 1.

In particular, the set of associated primes of HII‘; stabilizes immediately at k = 1.

Theorem 6.7. Every Hibi ideal Hp satisfies both the persistence property and the strong
persistence property; that is,

Ass(R/Hp) C Ass(R/HE™) and HY™':Hp=Hp forallt > 1.

Proof. This result follows directly from Corollary 5.8, which establishes that any monomial
ideal that is normally torsion-free necessarily satisfies the strong persistence property.
From Theorem 6.6, they automatically fulfill the persistence property. O

This connection provides a clear algebraic bridge between the combinatorial structure
of partially ordered sets and the persistence behavior of their corresponding edge ideals.
In particular, it highlights that persistence in Hibi ideals is not accidental but a struc-
tural consequence of their normality and Mengerian nature, reinforcing the idea that the
strong persistence property is an inherent and robust feature within this important class
of monomial ideals.
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Remark 6.8. Let n be a natural number and let P, = {p1,...,pn}. Consider a partially
ordered set (P41, <); without loss of generality, we may assume that p,1; is a maximal
element. Define

It ={pi € Poy1 | pi <Py}

It is clear that [, is the unique ideal of (P41, <) containing p,11. Then we have that
IeJ(P,) ifandonlyif Ie€ J(Pus1)\{lnt1}-
Moreover, note that I,,y1 \ {pn+1} € J(P,). Hence,

G(Hp,,,) ={myn+1 |m € G(Hp,) } U{ur,, }

Therefore, the set {myn4+1 | m € G(Hp,)} forms a cone over G(Hp, ), and we obtain the
relation

HPn+1 = yn+1HPn + (ul'rH-l)'

Now, since both Hp,,, and Hp, satisfy the strong persistence property, it is natural
to ask whether this behavior extends to more general constructions. In particular, we
may consider operations such as the Hibi contraction and the Hibi lifting, and investigate
whether these operations preserve the strong persistence property when moving between
levels that is, when descending or ascending in the poset hierarchy. This question suggests
a deeper structural stability of the persistence phenomena within families of Hibi ideals.

7 Square-free monomial ideals in K[z, 29, x3, 24, x5] and the
strong persistence property

In this section, we discuss the fact that every square-free monomial ideal in the polyno-
mial ring K |x1,z9, x3, x4, 5] over a field K satisfies the strong persistence property. To
establish this result, we begin with the following definitions and notations, which will be
used throughout the section.

Proposition 7.1. [2, Proposition 3.5] Suppose that C is a strongly persistent clutter,
z ¢ V(C), and Cx is the cone over C. Then C' is a strongly persistent clutter with
V() =V(C)U{z} and E(C") ={V(C)} U E(Cx).

This result is particularly useful for our purpose of studying the families of clutters that
satisfy the strong persistence property across different vertex levels n. It provides a con-
structive mechanism to move between levels while preserving the property under conic
extensions, allowing a systematic comparison of the distribution of strongly persistent
clutters as the number of vertices increases. Moreover, this proposition can be regarded as
a generalization of Theorem 4.6, since it extends the structural preservation of the strong
persistence property from specific configurations to a broader class of clutter transforma-
tions.

Proposition 7.2. [2, Proposition 3.6/ Let X be a finite set and let x,y ¢ X with x # y.
Suppose that C is a clutter on X U {x,y} such that for every e € E(C), either © € e or
y €e, but {z,y} ¢ e. Then the following statements hold:
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(i) The clutter C' is strongly persistent, where E(C') = E(C) U {{z,y}}.

(i) The clutter C' is strongly persistent, where E(C') = E(C) U{X,{z,y}}.

This result is of particular importance for our study, since it provides a way to move
between different levels of clutters. On one hand, it allows us to analyze families of clutters
by ascending from level n — 1 to level n + 1, and, when combined with the elimination
and contraction results, to descend again to level n. In this sense, one can reach level
n through two distinct paths: by lifting from n — 1 or by projecting from n + 1. This
dual approach offers refined control and sharper bounds for the distribution of clutters
satisfying the strong persistence property. On the other hand, this result also contributes
to the study of suspension operations and provides insight into the conjecture concerning
them stated in Conjecture 4.8.

Proposition 7.3. [2, Proposition 3.7] Let C be a strongly persistent clutter on a finite set
X, and let x,y ¢ X with x # y. Then the clutter C' is defined by

V() =XU{x,y} and EC")={eU{z},eu{y}|ecEQC)}
is strongly persistent.

The following lemmas and propositions address particular cases for clutters with n =
5 vertices. They play a key role in establishing the result asserting that every clutter
defined on five vertices satisfies the strong persistence property. In addition, these results
contribute to our ongoing objective of controlling the level-lifting process within families
of clutters. Specifically, they allow us to analyze and bound the cardinalities of such
families when moving from a set of vertices [n] to the higher levels [n + 3], [n + 4], or
[n + 5]. This perspective provides a clearer understanding of how the strong persistence
property behaves as we increase the number of vertices, and it becomes an essential tool
for estimating and comparing the growth of strongly persistent clutters across different
dimensions.

The interaction between these results and the operations of vertex elimination and con-
traction is especially relevant. By combining these two descending operations with the
ascending constructions described earlier, we can reach the same level n through two dis-
tinct paths either by lifting from level n — 1 or by descending from level n + 1. This dual
approach not only reinforces the structural understanding of persistence within clutters
but also sharpens the bounds for the families &,, and &, providing a clearer picture of
how strong persistence behaves across dimensions.

lemma 7.4. [2, Lemma 3.8] Let X = {x,y,x1,x2,23} be a finite set of cardinality 5, and
let C be a clutter on X satisfying the following conditions:

(i) Every edge e € E(C) has cardinality |e| = 3;

(ii) {z,y} € e for alle € E(C);
(ZZZ) {1'1,.%'2,.%'3} §é E(C)
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Then C is strongly persistent.

lemma 7.5. [2, Lemma 3.9] Let X = {x,y,x1,x2,23} be a finite set of cardinality 5, and
let C be a clutter on X such that for every e € E(C) the following conditions hold:

(i) lel = 3;
(ii) {z,y} L e;

(iii) {x1,x2,23} € E(C).

Then C is strongly persistent.

lemma 7.6. [2, Lemma 3.10] Let C = (V,E) be a clutter with V(C) = {x,y,x1,x2,x3}
satisfying the following conditions:

(1) le| =3 for each e € E(C);
(2) There exists a unique edge e € E(C) such that {z,y} C e;

(3) en{xz,y} # 0 for each e € E(C).
Then the following statements hold.

(i) C is strongly persistent.
(ii) C' is strongly persistent, where E(C') = E(C) U {{z1,x2,x3}}.

Proposition 7.7. [2, Proposition 3.11] Let C be a clutter with E(C) = {e1,e2,€3,...,€r}
such that ey = {x,y} is an edge of cardinality two, and there exists an edge es satisfying
e1Nex =0, while e;Ney # O for each 3 < j <r. Then C is strongly persistent.

The significance of Proposition 7.7 lies in the fact that it allows us to study clutters that
belong to levels two units above a given configuration. By identifying an edge of size two
that interacts with all remaining edges except for one disjoint edge, this result provides a
constructive criterion to lift clutters from level n to level n+2 while preserving the strong
persistence property. This lifting process is particularly relevant because it offers a way to
connect the structural behavior of small clutters with that of higher-dimensional families,
thereby facilitating the recursive study of how the strong persistence property behaves
under successive enlargements of the vertex set.

Moreover, Proposition 7.7 can be viewed as a natural generalization of Proposition 7.2,
since it extends the configuration of two distinguished vertices x and y to a broader setting
where the connectivity pattern among the remaining edges is controlled combinatorially.
In this sense, Proposition 7.7 are not only strengthens the scope of Proposition 7.2 but also
provides a structural bridge between local two-vertex interactions and global persistence
phenomena in higher levels of the clutter hierarchy.
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Corollary 7.8. [2, Proposition 3.12] Let C be a clutter on X = {x1,x2,x3, 24,25} such
that 2 < |e| < 3 for each e € E(C), and C has only two edges ey, ea with |e1]| = |ea| = 2
and e1 Nes = (. Then C is strongly persistent.

This result is particularly useful as it provides an explicit construction of a strongly persis-
tent clutter from two disjoint vertex sets, allowing the inclusion of both controlled bipartite
relations (through the subset A C X) and a complete edge X that ensures the propaga-
tion of persistence. In particular, Corollary 7.8 extends Proposition 4.3 by generalizing
the notion of a simple cone to a richer structure that combines bipartite and complete
components while preserving strong persistence in a broader setting. This generalization
is valuable for generating new families of clutters with stability properties and for studying
the interaction between bipartite and complete substructures within the same algebraic
framework.

Definition 7.9. [20, Definition 1.1] A matroid M is an ordered pair M = (E,T), where
FE is a finite set, called the ground set, and Z is a nonempty collection of subsets of F,
called the independent sets, satisfying the following axioms:

(I1) 0 € Z;
(12) If I € T and J C I, then J € T (hereditary property);

(13) If I,J € T and |I| < |J|, then there exists an element € J\ I such that [U{x} € T
(exchange property).

The mazimal elements of I under inclusion are called the bases of the matroid. All bases
of a matroid have the same cardinality, which is called the rank of the matroid.

lemma 7.10. [2, Lemma 3.16] Let C be a clutter on the vertex set {x1,xa, T3, T4, 5} such
that |e| = 3 for every e € E(C). If any two distinct vertices x;,x; € V(C) are contained
together in at least two distinct edges, then E(C) forms the collection of bases of a matroid.
Consequently, C is strongly persistent.

Proposition 7.11. [2, Proposition 3.17] Let C be a clutter on {x1,x2, x3,z4,25} such that
le] =3 for each e € E(C). Then C is strongly persistent.

Theorem 7.12. [2, Theorem 3.18] Every square-free monomial ideal in
Klxy,x9,x3,x4,x5] has the strong persistence property.

Theorem 7.12 is fundamental for the study of clutters, since it establishes that every
square-free monomial ideal in five variables satisfies the strong persistence property. This
result provides a powerful reduction principle: to understand the behavior of persistence
in general, it suffices to analyze the case n > 5. Consequently, it allows us to identify
families of clutters with the SPP more efficiently and to refine bounds on the number of
persistent clutters by relating them to the behavior of the five variable case. In particular,
this theorem highlights that the smallest clutter failing the property is precisely Cy, which
plays a key role in the structure theory of non-persistent configurations.
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8 Low and Upper bound for | G, |

In this section, we focus on establishing bounds for the cardinality of &,,, the family of
clutters satisfying the strong persistence property. Our approach is based on the results
developed in the survey, where several algebraic and combinatorial constructions were
introduced to compare families of clutters at consecutive levels n — 1, n, and n+ 1. These
comparisons allow us to estimate the growth and distribution of strongly persistent clutters
through recursive inequalities and level transitions.

Proposition 8.1. (n+1)|€,| +[6,| < [Spi1], forn > 2

Proof. Given C = ([n], E) € €, we consider the clutters
C':=(n+1], EC)U{{n+1}}) and C; forie V(C),

where each C] is defined as in Corollary 4.13, for every i € [n]. From Proposition 3.4 and
Corollary 4.13, these clutters have the persistence property.

Finally, if D = ([n], F') € &,, then we set
D= (fn+1,F) € Gpps.

Since C’,C! and D are pairwise distinct clutters in &,,11, and there are (n+1) |€,] + |&,|
of them, we obtain
(n+1) €[ +|6n| < [Gntal.

O]

Remark 8.2. In the above proposition, if Conjecture 4.8 holds, we additionally obtain
that C,. satisfies the strong persistence property. Hence,

(n+3) €] + |6n] < [Gpal.

The results presented in the survey are particularly significant because the more operations
we can define to move upward or downward between levels, the sharper our bounds on
|&,,| become. Each new operation preserving (or characterizing the loss of) the strong
persistence property contributes to a finer understanding of the structure and asymptotic
behavior of the families of clutters across dimensions

Proposition 8.3. |€, 1| < |€,|%, forn > 0.

Proof. Let C = ([n+ 1], E) € €41 and we define
E'={eceE|n+1ece}, E'={eceE|n+1¢e},

and
E" ={e\{n+1}|ec E'},

Is clear that following its holds
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(i) E’ is a clutter on [n + 1] in which every edge contains n + 1.

(ii) The family E” is a clutter on [n], and E’ is precisely the cone over E"” (E' =

E"n +1).

(iii) E” is the edge set of the deletion C \ {n + 1}, hence E”, E" C €&,.

Consequently, since E = E' U E” and |E"'| = |E'|, we have
max{ |E'|,|E"|,|E"|} < |€,], and therefore 1€t < €)%

O]

This decomposition expresses every clutter on n+1 vertices as a combination of a deletion
and a cone derived from clutters on n vertices. Hence, the number of possible clutters in
level n+1 is bounded by the square of those in level n. This bound is rough but useful, as
it gives a recursive framework that helps control the growth of €, across levels.

Proposition 8.4. 2|M,,| < |MN,41] forn >0

Proof. By Theorem 4.6, the cone operation preserves the failure of the strong persistence
property; that is, for every C € M,, and every new vertex z ¢ V(C), one has

CeN, < CzecMNpt1.
Define the two injective maps
®,(C) =Cx, ®,(C) = Cy.

Since the vertices = and y are distinct and external to V' (C), the resulting clutters ®,(C)
and C belong to disjoint copies of 91, inside N, 1. Each &, is injective because contracting
the vertex z recovers C. Thus, there exist two disjoint embeddings of 1, into MN,,+1, which
gives

2 |mn| < |mn+1|‘

Proposition 8.5. We can decompose the family M, as a disjoint union

mn: U mnmv
r=1

where Ny, denotes the subset of N, consisting of all clutters C satisfying |[E(C)| = r and

(Ln72j)
Z ‘mn7r|2r < DMyl

r=1
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Proof. Given C = ([n], F) € M, and a subset E; C F, let Ey = E \ Fj, and define the
clutter

Cp2 = ([n+1], E1U Epx),
where z =n + 1 and Esx = {eU{z} | e € Ea} denotes the cone over Ej.

By Theorem 4.6, if C € 91, then Cgf € Nypt1. Indeed, if Cgf were strongly persistent,
then contracting the vertex z would yield C = (CbEjf) /x> implying C € &, a contradiction.
Therefore, Cgf € Npt1-

Moreover, if E (Cgf) =F (Cg?), then necessarily Fox = Elxz, hence Es = El and Ey = FY.
1
Thus, distinct decompositions of F yield distinct clutters.

Consequently, for each clutter C € M, ,, there exist 2" distinct clutters of the form Cgf,
indexed by all subsets Fy C E. These 2" clutters form pairwise disjoint copies of M, ,
embedded in M, 1. Hence,

Z !’ﬁn,rIT < Ml
r=1

9 Discussion and questions

Throughout this survey, we have explored the structural and algebraic mechanisms that
govern the strong persistence property (SPP) in clutters. A central goal has been to
understand and estimate the quantities

’6n‘7 ’mn’7 |Q:TL|7

representing respectively the number of clutters on [n] satisfying SPP, those failing SPP,
and the total number of clutters. The results presented so far give us both ascending
constructions (such as cones or vertex extensions) and descending ones (like vertex dele-
tions or contractions) that preserve or recover persistence. These tools together provide a
framework to establish lower and upper bounds for &,, in terms of quantities depending
on levels n—1 and n+1. we anticipate that operations such as the corona product, various
vertex-duplication schemes, and other combinatorial extensions could be used to improve
these bounds and generate recursive estimates. On the other hand, the study of dele-
tions and contractions suggests a possible approach to classify the minimal obstructions
to persistence.

Is there a characterization of clutters failing the SPP in terms of forbidden
embeddings? In other words, does there exist a finite list of minimal clutters {C1,...,C;}
containing, for instance, the Villarreal clutter Cy such that a clutter C fails the SPP if and
only if it contains one of the C; as an induced subclutter?
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Can analogous embeddings or structural characterizations be established for
the weaker persistence property (PP)? Understanding whether similar minimal ob-
structions exist for PP would not only clarify the hierarchy between these two properties
but also provide a unified combinatorial perspective on persistence phenomena in mono-
mial ideals.

In order to refine the current upper and lower bounds for |&,|, it becomes crucial to
understand more precisely the algebraic and combinatorial operations that control the
transition between consecutive levels. Some operations preserve the strong persistence
property when moving upward (such as cones or corona products), while others main-
tain it when moving downward (like deletions and contractions). However, the extent to
which these and other operations can fully describe the propagation of persistence across
dimensions remains unclear.

Which additional operations should be studied to achieve a finer control over
the ascending and descending behavior of persistence, and consequently im-
prove the known bounds for |&,|? Specifically, can we identify new constructions
such as generalized cone operations, layered corona products, or restricted vertex duplica-
tions that not only preserve the SPP/PP but also yield predictable changes in the number
of persistent clutters across levels? Developing a systematic catalogue of such operations
could lead to recursive formulas or asymptotic estimates for |&,|, |91,|, and |&,|, provid-
ing a deeper quantitative understanding of persistence in the combinatorial landscape of
clutters.

These questions point toward a broader research direction aiming to describe persistence
properties via structural patterns and embedding relations, connecting combinatorial con-
figurations with the algebraic behavior of their corresponding edge ideals.
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